Homework #4
PSY 285

Due Wednesday 10/8

Correlations, Partial Correlations, and Multiple Regression
Instructions:

The questions for the assignment are listed below.  On subsequent pages, you’ll find steps and guidelines for working through the assignment; read through these steps carefully so you learn how to accurately answer the question below.  An Appendix after the assignment gives several APA-style write-up examples.
Include a cover page.  Type all responses.  Attach a copy of your SPSS Output.

Questions (3pts each): Output on next page
1. What kind of movie genre (variable #19) does participant 209 prefer? 
romance

2. What is interesting about the High School GPA (variable #94) and College GPA (variable #95) for participant 78?  
The participant’s GPA substantially improves in college, increasing from 1.3 to 3.7.

3. Find the correlation between having a Spoiled Upbringing (#62) and Wal-Mart Shopping (#72).  Report the result in APA-format.
Spoiled upbringing and Wal-Mart shopping correlated, r = .14, p = .02.  That is, people who are spoiled growing up are slightly more likely to shop at Wal-Mart.

4. Find the correlation between Neuroticism (#76) and Somatization (physical complaints, #47). Report the result in APA-format.
Neuroticism and somatization correlation r = .34, p < .001.  Therefore, people who are more neurotic are modestly more likely to have somatic complaints.

5. Find the correlation between having a Spoiled Upbringing (#62) and ADHD symptoms (#60). Report the result in APA-format.
There was a slight correlation between being spoiled and having ADHD symptoms, which was non-significant, r = .11, p = .06.  That is, being spoiled is not reliably related to ADHD symptoms.

6. Two survey questions (#27 and #68) were used to measure happiness, though they had slightly different wordings.  Find their correlation, and report the result in APA-format.
The two happiness items were highly correlated, r = .71, p < .001.  Thus, the two items has good convergent validity.

7. Find the correlation between Tanning (#43) and Cleanliness (#28).  It would seem unusual for these variables to be related.  Tanning probably doesn’t cause people to be cleaner.  Being neat and tidy probably doesn’t cause people to be tan.  Perhaps a confounding variable, such as Neuroticism (#76) explains both behaviors.  Run a partial correlation between tanning and cleanliness, controlling for neuroticism, and report your results in APA-format.  
Surprisingly, tanning was slightly correlated with cleanliness, r = .18, p = .002.  It was suspected that neuroticism might explain this relationship.  However, after controlling for neuroticism, tanning was still associated with greater cleanliness, r = .18, p = .002.  Thus, people who go tanning are slightly more likely to be clean.  This relationship is not explained by neuroticism but might be due to some unmeasured confound.  

8. Find the correlation between Sports Participation (#33) and viewing Obama as a candidate for Change (#58).  A relationship is present; however, you worry that it may be due to a confounding variable, such as gender (#11).  For example, males are probably more interested in sports and less supportive of Obama.  Report the results in APA-format.
Participating in sports was negatively correlated with viewing Obama as a change candidate, r = -.12, p = .04.  However, it was suspected that gender might explain this relationship.  Perhaps males are more interested in sports and McCain, and females enjoy non-athletic activities and Obama.  Upon controlling for gender, sports participation was no longer related to views on Obama, r = -.07, p = .20.  Thus, any relationship between sports participation and political views was likely due to the confounding factor of gender.

9. You hypothesize that several variables cause life satisfaction (#32), such as being loved by others, having good physical health, and having many siblings (#36, 54, and 90, respectively).  Examine correlations and run a multiple regression using the significant predictors. Report results in APA-format.
Of the three hypothesized predictors, two were associated with greater life satisfaction.  Specifically, being loved by others was modestly related to increased life satisfaction (r = .40, p < .001), and physical health was slightly related (r = .22, p < .001). However, number of siblings was unrelated to life satisfaction, r = .09, p = .14.  The two significant predictors were entered into a multiple regression.  Being loved by others and physical health combined to modestly predict life satisfaction, R = .42, p < .001.  Together, being loved and having good physical health accounted for 18% of the differences in life satisfaction.  

10. Pick an important dependent variable (some important life outcome).  Find three presumed causes that significantly predict it, and incorporate your analyses into a multiple regression. Report the results in APA-style.
Answers vary.
Output
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Part A. Familiarize yourself with our classroom data file.  
1. Log on to BlackBoard.  Go to the Course Materials folder.  

2. Download two files: 
- Data File (psy285_data.sav)
- Data Guide (psy285_data_guide.xls).
3. Open both files and examine them thoroughly.  The Data File is an SPSS data file that includes all of the survey data.  The Data Guide file opens in Excel and provides detailed information on each variable.  You will use these files in later assignments and for your first paper.
4. In the Data File, each column (up and down) represents a variable.  Each row (across) represents a participant and their scores across all of the different variables.  

5. The Data Guide file provides details about each variable.  The first column shows a name for each construct.  The second column has the variable type.  Some variables are continuous (numbers have meaning) and others are categorical (numbers only represent groups, not ordered).  A few variables can be treated as categorical or continuous.  This is important because only continuous variables can be used in correlational analyses.  The next column states the question that was asked.  The final column describes the response options and how they were coded in the data file.
Answer Questions 1 and 2.
Part B. Correlation Review.  
1. See Homework #2 if you have forgotten how to run correlations in SPSS.  
2. Correlate the following variables: Boldness (#42), History of Spankings (#51), and Religious Fundamentalism (#53).  
3. Your Output should look something like this:
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Red boxes have been drawn around the correlations.  
Blue boxes have been drawn around the p-values.  
4. Remember, if a p-value is < .05, the finding is significant (trustworthy).  Only the correlation between Boldness and Religious Fundamentalism is significant.  Write up a significant result in APA-style, just like this:

· “There was a small negative correlation between boldness and religious fundamentalism, which was statistically significant, r = -.14, p = .01.  That is, people who are bolder tend to avoid strictly adhering to religious practices.”
· Four things should always be included in describing a finding: the r value, the p value, a word indicating the effect size (e.g. “small”), and a second sentence that describes everything in plain English.  

· Round all values to two decimal places when possible.  If you ever see a p-value of “.000” incorporate it into the results as “p < .001”
· Any time a finding is significant, it is also acceptable to write “p < .05” instead of providing the exact p-value (e.g. r = -.14, p < .05).  It’s your choice.


· Some additional examples are included in the Appendix of this assignment.

5. Remember, if p > .05, the finding is non-significant (not trustworthy).  For example, History of Spankings has non-significant correlations with the other two variables.  An APA-style write-up for a non-significant finding looks like this:

· “Boldness and history of spankings were uncorrelated, r = -.01, p = .90.  Therefore, boldness is not related to how often people were spanked as children.  “

· Any time a finding is non-significant, it is acceptable to write “ns” (for “non-significant”) instead of giving a p value, if you prefer (e.g. r = -.01, ns).  It’s your choice.


· More examples are in the Appendix.

Answer Questions 3 through 6.
Part C. Partial Correlations.

6. Partial correlations are used to statistically control for “3rd variables” or “confounds”.  


7. For example, in a general adult sample, frequency of smoking marijuana is correlated with eating junk food.  Does marijuana give people the munchies?  Might some 3rd variable (such as age) cause people to smoke marijuana and eat junk food?  Rather than a causal relationship, it could be that age is a confound.  Young people smoke and eat junk.  Old people do neither.  Age correlates with both variables, generating a non-causal relationship between the two.


8. For practice, begin by running a correlation (just a regular correlation like you’ve done before) between cell phone use (#46) and crying (#41).  The Output shows a significant relationship:
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9. Does this mean that talking on cell phones makes people cry?  Perhaps crying leads people to seek support by talking on the phone?  One possible culprit is a third variable: gender.  Females cry more and use phones more.  Males cry less and use phones less.  This would create a relationship between crying and cell phone use.


10. To examine this, run a partial correlation.  Go to the Analyze menu, point to Correlate, and choose Partial.  In the pop-up box, put cell phone use (#46) and crying (#41) in the “Variables” pane, and put gender (#11) in the “Controlling for” pane.  You can control for any variable that can be classified as continuous (or dichotomous), but you cannot control for categorical variables that have multiple response options.  Click OK.
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11. The Output shows that the correlation is still significant (notice that some versions of SPSS fail to place an * by significant partial correlations, so always check the p-value).  The correlation is still significant, so the third variable we examined does not explain away the relationship between phone use and crying.  A write up for the results would look like this:


· “The correlation between cell phone use and crying was significant, r = .26, p < .001.  People who talk on the phone cry slightly more often.  It was suspected that gender might explain this relationship.  However, upon controlling for gender, cell phone use was still related to crying, r = .17, p = .004.  Thus, even after controlling for gender, people who talk on the phone more also cry slightly more often.” 


· If the partial correlation wasn’t significant, the write-up might have read something like the following.  “The correlation between cell phone use and crying was significant, r = .26, p < .001.  People who talk on the phone cry slightly more often.  It was suspected that gender might explain this relationship.  Upon controlling for gender, cell phone use was unrelated to crying, r = .06, ns.  Thus, the relationship between cell phone use and crying is due to gender.”
Answer Questions 7 and 8.
Part D. Multiple Regression.

1. Usually behavior is multidetermined – it has multiple causal factors.  Multiple regression allows us to see how well several different variables predict a single outcome.


2. Suppose you want to examine how well a variety of variables predict college GPA.  Start by correlating College GPA (#95) with the following possible causes: Encouraged to read as a child (#57), ADHD symptoms (#60), Conscientiousness (work ethic, #79), and Hours of work each week (#93).  The Output looks like this:
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3. Notice that 3 of the 4 variables correlate with GPA (all but Hours of Work).  Now we can use multiple regression to examine how well the significant predictors combine to predict GPA.  When doing multiple regression, only use predictors that have significant correlations; drop the rest.

4. To run a multiple regression, go to the Analyze menu, point to Regression, and choose Linear.  In the pop-up box, move College GPA (#95) to the Dependent area, and move the three predictors (#57, 60, and 89) to the Independents box.  Click OK.  
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5. The Output has 4 boxes, but you only need the middle two.  Find R (red), R2 (blue), and the p-value (green).  
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6. A complete write-up describes the correlational results and the results of the regression:

· “Several factors were hypothesized to predict college GPA.  Being encouraged to read (r = .19, p = .002) and conscientiousness (r = .26, p < .001) had small positive relationships with college GPA.  ADHD symptoms had a small negative relationship (r = -.17, p = .007).  Hours of work per week was not correlated with GPA (r = .08, p = .22). Thus, being encouraged to read and being conscientious are related to better grades, but having ADHD symptoms is related to lower grades.  The number of hours people spend on employment was not related to grades.  Multiple regression was used to examine the combined effect of being encourages to read, conscientiousness, and ADHD symptoms on college GPA.  These three predictors combined to modestly predict GPA, R = .33, R2 = .11, p < .001.  Therefore, being encouraged to read, conscientiousness, and ADHD symptoms explain 11% of the differences in college grades.”

· Report all correlations.  For the multiple regression, only use variables that had significant correlations with the dependent variable.  Report R, R2, or both.  Report the p-value.  Then, describe the finding in words, explaining the percentage of differences in the dependent variable that are accounted for.

· Another example is in the Appendix.

Answer Questions 9 and 10. 
Appendix
Correlation (Significant):
The correlation between IQ and hours of television watched was significant, r = -.35, p = .02.  That is, people who were smarter watched moderately less television.

The correlation between IQ and hours of television watched was significant, r = -.35, p < .05.  That is, people who were smarter watched moderately less television.

For correlations of magnitude < .10, we say something to the effect of “no sizeable relationship.”  For correlations of magnitude .10 to .29, say the relationship is “small” or use a related synonym. For correlations of magnitude .30 to .49, say the relationship is “medium” or “modest” or some other synonym.  For correlations of .50 or greater, say “large” or some other synonym.  

Correlation (Non-Significant):

IQ and number of hours of television watched were not significantly related, r = .08, p = .67.  Thus, one’s level of intelligence was not related to time spent watching television.

IQ and number of hours of television watched were not sizably related, r = .08, ns.  Thus, one’s level of intelligence was not related to time spent watching TV.

Multiple Regression (with discussion of correlational results):

Family stress (r = .48, p < .05), work stress (r = .56, p < .05), and school stress (r = .21, p < .05) all significantly predicted overall life stress.  However, social support did not predict level of life stress, r = .03, ns.  Thus, although social support was not related to life stress, one’s level of school stress was slightly related, family stress was modestly related, and work stress was strongly related to level of life stress.  To examine the overall contribution of the three significant predictors (school stress, family stress, and life stress) in accounting for life stress, multiple regression was used.  The results of the multiple regression analysis indicate that these three predictors accounted for a large proportion of the variance in life stress, R2 = .40, p < .05.  Thus, school stress, family stress, and work stress together account for 40% of the differences in overall life stress.

