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A. Regression (R)
· Definition: Statistical technique for finding the best fitting straight line for a set of data
· Advanced version of correlation
· Predict specific scores on Y from X
· Can use multiple predictors (X1, X2, X3, etc.)
B. Predicting Scores

· Put the predictor variable (independent variable) on the X axis and outcome variable (dependent variable) on the Y axis
· Correlation Example. Predict Helpfulness (Y) from Agreeableness (X):  r = 0.29
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· Regression Example: Predict Helpfulness (Y) from Agreeableness (X): R = 0.29
· Scatterplot shows a best fit line used for prediction

· The best fit line always gives you the best estimate of Y, based on X

· Any other line would not be as useful for prediction
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· If we know a person’s score on X, we can predict their score on Y by visually inspecting the best fit line that SPSS generates on the scatterplot
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· Tough to be accurate inspecting visually

· From algebra, we could determine an equation for the line to predict more accurately
· 
[image: image4.wmf]a

bX

Y

+

=

^


· the 
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Y

is pronounced “Y hat” and means the predicted Y score


· Because this is an introductory course, we will let SPSS give us the equation rather than calculate it ourselves
[image: image6.png]Fie Edt

B8 & |

55|
59|
60|
61
62|
63|
4]
65|
66|
67|
6|
69|
70|
7l
72|
73|
74
75|
76|
77|

View Data Transfom

Narme
OpennesstoExperienc]
Agreeableness
Conscientiousness
PhysicalComplaints
AuthorityProblems
Happiness
ComplimentEnjoymert
PetControl
Attractiveness
ComputerEnjoyment
SleepingTemperature
PolticalPreference
WarSupport
Antismoking
SupportofBush
Lifestress
HealthyHabits
Overwhelmed

Climate

Seffesteem

78|

[feSatisfaction

79|
60|
il
2|
|
6]
6|
6|
7|
6|
9|

DistancefomBirthplac
Sociabilty
Friendiness
Violentshows
ParentRelationship

| Anger

Crying

ProPsychiatry
DelayingGratification
BirthdayHappiness

(EVEN Graphs Utiies Addons Window Help

Repoits
Descipive Statstics
Tables

Compare Means
General Linear Model
Mised Madkls
Conelate

R
Loginear
Classiy

Data Redustion

Seale
Nonparameic Tests
Time Series

Suvival

Mullgle Respanse
Missing Valus Analyss.
Complex Samples

Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3
Numeric 3

1>\ Data View )Variable View /
s e

E

, [@|
Decimals | Label

,
» Values Missing | Columns | Align | Measure
» 53 Openness Nane Nane i Right _[Scale
> 59, Agreeablen None Nane 0 Right | Scale
: BO. Conscienti |None None 13 Right  |Scale
d Nane s Right | Scale
e Nane Nane 3 Right | Scale
, Nane Nane B Right | Scale
y|  Bina Logitic None None 15 Right | Scale
s g;‘:‘"";’“‘a‘ Logisc I Nane None 9 Right | Scale
Ay Nane Nane 0 Right | Scale
v Nane Nane 1% Right | Scale
> Norineat None None s Right | Scale
¥| Weight Estimation None None 3 Right  |Scale
2Stage LeastSquates... Jjjong None 5 Right |Scale
OpiinalSealing None Nane 0 Right | Scale
1 72, Support of None Nane T Right | Scale
T 73, Life Siress None Nane B Right | Scale
T 74. Healthy Ha Nane Nane T Right | Scale
T 75. Overvhelm Nane Nane T Right | Scale
T 76. Climate | None Nane B Right | Scale
T 77. Selfestes None Nane B Right | Scale
T 78. Life Satisfa None Nane T Right | Scale
T 79, Distance fr None Nane i Right | Scale
T 80. Sociabilty None Nane B Right | Scale
T 81, Friendines None Nane 9 Right | Scale
T 82, Vialent Sh Nane Nane 0 Right | Scale
T 3. Parent Rel None Nane [ Right | Scale
T 84 Anger None Nane B Right | Scale
T 85, Crying | None Nane B Right | Scale
T 86 Pro-Psychi None Nane T Right | Scale
T 7. Delaying G None Nane s Right | Scale
1 8. Birthday H None Nane s Right | Scale

L«

[SPSS Processor i teady





[image: image7.png]M Linear Regression

£
B
B4
5
@5
5
5
54
®5
®5.
®5.
®5
5
® 60
@
®e2
®6a
® 6
® 65

Exercise [Everc &
Hous of Sleep
Intemet Use [
Gasoine Cost [
Grades [Grade:
ACT score [AC
Age lAge]
Vocabulan Vo
Selreported in
Extraversion [
Neuroficism [Ne
Openness oF:
Agecableness
Conscienliousn
Physicel Compl
Aoty Proble
Happiness [Hal
Compliment Eni
Fet Contiol [Pe ¥

Dependent
® 37 Helptuness el
1

| Hewt

Methog: [Enter

Sabton Vbl
|

Case Labels:

WLS Weight





· This yields a lot of Output, including the following:
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· 
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 = .288X + 3.325
· Put in a value (e.g. of 5) for X to predict Y:

.288(5) + 3.325



= 4.765
· Predicting someone’s helpfulness score from their agreeableness score is quite lame
· But you could…

· Predict GPA from ACT scores
· Predict odds of a sex offender’s reoffense given a survey score

· Predict duration of rehabilitation given self-efficacy scores
· Predict odds of divorce based on personality scores
C. Predicting Y from multiple Xs

· Behavior is multidetermined
· Usually hard to predict Y from a single X
· We will use multiple X’s to make better predictions
· This is why you may hear regression referred to as “multiple regression” or “multiple R”

· Let’s predict Helpfulness (Y) from Agreeableness (X1) and Self-esteem (X2)
· Give numbered subscripts to multiple X variables
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· This yields lots of Output again:
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· 
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     =  .267X1 + .116X2 + 2.776
· What if someone reported a 2 on Agreeableness and a 7 on Self-esteem?
· 
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.267(2) + .116(7) + 2.776 = 4.122
· What are those Betas?
· Betas are NOT on the exam

· β1, β2
· Describe each variable’s unique contribution
· Like r, except controlling for all other predictors
· β1 = .272, which means that the correlation between Agreeableness (X1) and Helpfulness (Y) after controlling for Self-esteem (X2) is .272

· β2 = .133, which means that the correlation between Self-esteem (X2) and Helpfulness (Y) after controlling for Agreeableness (X1)
· Could use this for an impressive term paper of PSY 385 project
D. Path Diagrams
Simple correlation:




 r = .29









R = .29
Multiple Regression:




 r = .29







r = .18

R = .31
Some researchers put the Betas in the diagram instead of the r values if they want to show off each variable’s unique effect.
E. More Complex Multiple Regressions

· You could add as many predictors (X’s) as you want








F. Reading Complicated Path Diagrams
· Often in journals, we see very complex path diagrams
· Variables are multidetermined, so complexity is a must for many important correlational studies

Some tips (DON’T need to know for the exam)
· If circles are used instead of rectangles, it means that the constructs were measured in multiple ways (e.g. maybe several different surveys were used to measure depression)
· Dashed lines mean a correlation is close enough to zero, we might as well ignore it

· Because these “path diagrams” or “models” show us a structure and are based on equations (like regression), you may hear them referred to as “structural equation models”  …these are just synonyms
G. Examples from Journals
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