Homework #4

Instructions:
1. Calculating a correlation coefficient by hand.
· To determine whether Presidential height was related to Presidential success, I went to the following Wikipedia pages to find rating of Presidential height and success:
http://en.wikipedia.org/wiki/List_of_heights_of_United_States_presidential_candidates
http://en.wikipedia.org/wiki/Historical_rankings_of_United_States_Presidents
· I selected a stratified sample of five Presidents (the tallest, 11th tallest, 21st, 31st, and 41st tallest) and compared this to their success rating.
· “Height” is measured in inches (higher number = taller)
· “Success” is based on the average of various ratings (lower number = more successful, e.g. a “1” would mean #1 President ever, a “23” would mean 23rd best President ever)
· Since some of our data are based on rankings, it would be best to use the Spearman correlation coefficient, but the Pearson r works just as well most of the time, so we’ll use the regular old r instead.
· Data:

	President
	Height (inches)
	Average Ranking

	Lincoln
	76.0
	1.5

	Buchanan
	72.0
	36.5

	Cleveland
	71.0
	15.0

	Hayes
	68.5
	22.0

	Van Buren
	66.0
	21.5


· Question #1:  What is the correlation between height and Presidential ranking?  Calculate by hand.
· Question #2:  What does this correlation mean?
2. Checking the coefficient using SPSS.
· Please refer to the previous assignment if you have forgotten how to execute previously learned tasks.
· Open SPSS.  We want a blank document, so if a pop-up window comes up when you open SPSS, choose cancel.  A blank document should automatically appear.  If not, go to the File menu, point to “New” and choose “Data.”  
· Using the tabs at the bottom of the page, click on the “Variable View” tab.  
· In the “Name” column (the first column on the left), go to row 1.  In the cell (box) for row 1, of the Name column, type “height” and in row 2 of the Name column, type “ranking.”  These are the variable names that SPSS will use.  SPSS and many programs have strict rules about naming these variables (for example, no spaces or unusual punctuation), and some programs only allow you to enter very short variable names.  
· While still in the Variable View window, now look at the “Label” column (near the middle).  For row 1 in the Label column, type “Presidential Height (in inches)” to give a more detailed description of the variable.  This more detailed description will usually show up in our Output, making it easier to understand the variable.  Choose a name for the ranking variable, and type it in row 2 of the Label column.
· Go back to “Data View” using the tabs at the bottom of the page.

· You will see that column 1 now has the variable name “height” and column 2 says “ranking”

· Type the heights in the height column and rankings in the ranking column.  Make sure each height corresponds to the correct ranking for that president.  You may even be able to copy and paste the data directly from Word to SPSS if you like.

· Run a correlation between height and ranking, using skills from the previous assignment.
· Question #3:  What is the correlation between height and ranking?  Paste the Output to your homework.  (Note: this should match your hand calculation.  If it doesn’t, you either entered the numbers incorrectly in SPSS or you calculated it wrong by hand).
· Now we will make a computerized scatterplot of the data.  Go the Graphs menu, and select “Scatter/Dot…” to make a pop-up window appear.  This provides you with various alternatives.  Choose “Simple Scatter” (usually it is already selected), and click the Define button.  A new pop-up window appears.
· Select the “height” variable and move it to the “X Axis:” box.  Move the “ranking” variable to the “Y Axis:” box.  Often, it is arbitrary which variable should go on which axis, but it is customary to put the independent variable (predictor or presumed cause) on the X axis and the dependent variable (outcome, predicted variable, or effect) on the Y axis.  It probably makes most sense to use height to predict Presidential success (rather than vice versa).  Click the OK box.
· A scatterplot appears in the Output.  Double-click on the scatterplot to make a pop-up Chart Editor window appear.  This allows us to modify characteristics of the scatterplot.  In the Chart Editor window, you will notice many buttons above the scatterplot, just below the menus.  The buttons are not labeled, but have little pictures.  If you move your arrow over a button, it should display a label for the button.  Find the little button that looks like a scatterplot with a best fit line with dots scattered around it (it says “Add Fit Line at Total” when you point at it) and click on it.  Many of the buttons looks very similar, so make sure you get the right one.  If you have trouble finding the right button, go to the Elements menu and choose “Add Fit Line to Total.”
· A best fit line should appear, and a pop-up window also appears.  We don’t need anything from the new pop-up window, so just hit the Close button.  Then close the Chart Editor window, and go back to your Output.  You should see a best fit line.

· On the chart, you should also see “R Sq Linear =” followed by a number.  This is the coefficient of determination or r2 (or R2 if you prefer).
· Question #4:  What is the coefficient of determination for this data?  What does this number tell us?  Past the Output from your scatterplot (with best fit line) into your homework. 
· Save the data file (in case you see a mistake later and need to come back to it), and close the data.

3.  Making more scatterplots.

· Open the classroom survey data file (refer to the data_guide.doc file if you need help interpreting variables).
· Find the correlation between fast food eating (variable #40) and pop drinking (variable #42).  Also, make a scatterplot with a best fit line.  These variables are probably related in complex ways, but put the one that is most likely the “cause” on the X axis and the “effect” on the Y axis.  It is likely ambiguous which variable is the “cause” in this case, so just choose one you can justify for the X variable. 
· Question #5:  What is the correlation between fast food eating and pop drinking?  Paste correlation Output and scatterplot.  
· Question #6: How did you decide which variable to put on the X axis?
· It is unusual that the correlation is so big but the scatterplot looks link junk.  My guess is that most of our data points are near the best fit line, but because we have so many people, some data points are also farther away.  Whether there is one person or a hundred people at a particular data point, it just shows up as a single dot if their scores are the same.  Now, we will modify this scatterplot to make the relationship more apparent.  Go to the Output window.
· >>>The newest SPSS won’t seem to do #7 or #8, so they are extra credit if you can make them work somehow.  Otherwise, just skip them!<<<

· Double-click on the scatterplot to open the Chart Editor pop-up window.  In the pop-up window, double-click precisely on one of the data points (an o-shaped dot on the scatterplot).  If you did this correctly, a new pop-up window should appear, which has 5 tabs across the top, and all of the data points on the scatterplot are suddenly surrounded by blue circles.  In this pop-up window, click on the Point Bins tab.  In the “Display as” section, select “Bins” instead of “Data Points.”  Then click the Apply button and then the Close button.
· Close the Chart Editor window and examine your Output.

· Question #7:  How is this scatterplot different?  Paste Output.

· Double-click on the scatterplot again to open the Chart Editor.  Double-click on a data point again, and in the pop-up window go back to the Point Bins tab.  In the “Count Indicator” section, select “Color Intensity” instead of “Marker Size.”  Click the Apply button and then the Close button.
· Question #8:  How is this scatterplot different?  Paste Output.

· None of these scatterplots are perfect, but the final two help to show that most of the data points are near the best fit line.  There are some cases for pretty much any possible data point, but the ones far from the line are infrequent, so the best fit line is fairly successful in describing the relationship between the variables for most people.
· Now find the correlation between ACT score (#52) self-reported intelligence (#55).  Also, make a scatterplot with best-fit line.
· Question #9:  What is the correlation between ACT score and self-reported intelligence?  Paste your correlation Output and scatterplot.
· Question #10.  How did you determine which variable to put on the X axis?
· Question #11:  Based on visual inspection of the graph, if someone in our sample self-reported that their intelligence was a “7,” what would we expect them to get on the ACT?

4. Regression

· Now we will use regression to determine a more accurate way of estimating ACT score from self-reported intelligence.
· From the Analyze menu, point to “Regression” and choose “Linear” to make a pop-up window appear.  Move Act score (#52) to the “Dependent:” box and Self-reported Intelligence (#55) to the “Independent:” box.  Click the OK button.
· In the Output, we only need to look at the 2nd and 4th boxes that appear.  You should find that R = .41

· Question #12:  What is the coefficient of determination?  Paste Output.
· Question #13:  What is the equation used to predict Y (Act Score) from X (self-reported intelligence)?  You derive the equation using information from the Output -- See lecture notes for help.
· Question #14:  Put a value of “6” into the equation for self-reported intelligence.  What ACT score does this predict?

5. Multiple Regression.

· Now we will use several variables to predict a single outcome, using multiple regression, but first we will begin by inspecting the basic correlations among our variables of interest.
· I have a theory that sleep problems are caused by three factors:  drinking too much pop, depression, and sleeping in a room that is too warm.
· Make a correlation table (using skills from the previous assignment), which uses these variables: Sleep Problems (#32), Pop Drinking (#42), Depression (#46), and Sleeping Temperature (#68).
· Examine how well pop drinking, depression, and sleep temperature predict sleep problems (look at how highly they correlate with sleep problems).  Based on the lecture notes, you could classify these correlations as near-zero, small, medium, large, or perfect.
· Question #15:  Was my theory correct?  Did any have at least small or medium correlations with sleep problems?  Did any variables correlate near-zero with sleep problems?  Should I revise my theory in some way?  Paste the correlation table Output.
· Now we know how well each individual variable predicts sleep problems, so let’s examine the combined ability of depression and pop drinking to predict sleep problems
· Go to the Analyze menu, point to “Regression,” and select “Linear” again.  Move Sleep Problems (#32) to the dependent variable box (because we are trying to predict it) and pop drinking (#42) and depression (#46) to the independent variable box (we’ll ignore the temperature variable).  Click the OK box.
· Question #16:  What is the R value for sleep problems being predicted by pop drinking and depression?  Paste regression Output.
· Question # 17: What is the coefficient of determination for predicting sleep problems from these two variables?  What does this mean?
· Question #18:  Using your Output, what is an equation for using pop drinking and depression to predict sleep problems?

· Question #19:  If a person rated herself as being depressed “6” days per week and never drinking pop “0,” what would we expect her sleep problems score to be?
· Question #20:  When we assert causation from correlational data there is a possibility we will be wrong, but what might you suggest for someone who wants to decrease their sleep problems?  Your advice will probably be helpful, but because correlation does not necessarily mean causation, why might your advice be unhelpful?
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Answers
1. What is the correlation between height and Presidential ranking?  Calculate by hand.
r = -0.47 (If you did a Spearman correlation instead, I accepted it, which would give you correlation of about 0.3)

Hand calculations should look something like this:

	X
	Y
	(X-Mx)
	(Y-My)
	(X-Mx)2
	(Y-My)2
	(X-Mx)(Y-My)

	76
	1.5
	5.3
	-17.8
	28.09
	316.84
	-94.34

	72
	36.5
	1.3
	17.2
	1.69
	295.84
	22.36

	71
	15.0
	0.3
	-4.3
	0.09
	18.49
	-1.29

	68.5
	22.0
	-2.2
	2.7
	4.84
	7.29
	-5.94

	66
	21.5
	-4.7
	2.2
	22.09
	4.84
	-10.34

	Mx = 70.7
	My = 19.3
	
	
	SSx = 
56.8
	SSy = 
643.3
	SP = 
-89.55


r = SP / sqrt(SSx*SSy) = -89.55 / sqrt(56.8*643.3) = -89.55 / 191.15 = -0.47

2. What does this correlation mean?
There is a medium inverse correlation between height and numeric ranking.  Because a lower numeric ranking is better, this indicates that taller Presidents have better rankings.
3. What is the correlation between height and ranking?  Paste the Output to your homework.  (Note: this should match your hand calculation.  If it doesn’t, you either entered the numbers incorrectly in SPSS or you calculated it wrong by hand).
r = -0.47
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4. What is the coefficient of determination for this data?  What does this number tell us?  Past the Output from your scatterplot (with best fit line) into your homework. 
r2 = 0.22 or 22%.  This tells us that 22% of the variability in Presidential ranking can be predicted merely by knowing the President’s height.
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5. What is the correlation between fast food eating and pop drinking?  Paste correlation Output and scatterplot.  
r = 0.40
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6. How did you decide which variable to put on the X axis?
Either variable could be put on the X axis.  Fast food eating leads people to drink more pop because fast food places serve lots of pop.  Pop drinking probably also leads people to eat fast mood; caffeine is addictive, and to get the caffeine people crave, they may be more likely to stop for fast food.  Both variables cause each other, but I estimated that fast food eating probably does more to cause pop drinking than vice versa, so I placed it on the X axis.  [Either answer is defensible, if logically supported.  Ideally, more complex statistical procedures could be used to answer this question, but that’s not for PSY 211]

7. How is this scatterplot different?  Paste Output. (EXTRA CREDIT)
[extra credit] The size of the data points depends on the number of people choosing those responses.
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8. How is this scatterplot different?  Paste Output. (EXTRA CREDIT)
[extra credit] The color intensity of each data point depends on the number of people choosing those responses. This type of graph is better for larger samples.
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9. What is the correlation between ACT score and self-reported intelligence?  Paste your correlation Output and scatterplot.
r = 0.41
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10. How did you determine which variable to put on the X axis?
I put intelligence on the X axis because I assume intelligence causes differences in performance on the ACT. [You might choose the reverse if looking at how ACT scores impact perceptions of intelligence]
11. Based on visual inspection of the graph, if someone in our sample self-reported that their intelligence was a “7,” what would we expect them to get on the ACT?
28 (give or take a couple points)
12. What is the coefficient of determination?  Paste Output.
r2 = 0.17
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13. What is the equation used to predict Y (Act Score) from X (self-reported intelligence)?  See lecture notes for help.
ACT score’ = 1.644(SR Intelligence) + 16.512      [you can use an apostrophe or hat sign to indicate that it is a predicted value, though I did not require it]
14. Put a value of “6” into the equation for self-reported intelligence.  What ACT score does this predict?
ACT score’ = 1.644(6) + 16.512 = 26.4

15. Was my theory correct?  Did any variables correlate near-zero with sleep problems?  Did any have at least small or medium correlations with sleep problems?  Paste the correlation table Output.
Mike’s theory was partially supported.  Sleeping temperature was virtually unrelated to sleep problems (r = -0.03).  However, there was a small relationship between pop drinking and increased sleep problems (r = 0.18), and there was a medium relationship between depression and increased sleep problems (r = 0.37).  The results or correlational, so we cannot be 100% sure that the relationships are necessarily causal, but two of the three findings are consistent with the theory, so drinking pop or being depressed might lead people to sleep poorly.
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Question #16:  What is the R value for sleep problems being predicted by pop drinking and depression?  Paste regression Output.
R = 0.40   
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Question # 17: What is the coefficient of determination for predicting sleep problems from these two variables?  What does this mean?
R2 = 0.16 or 16%, which means that level of depression and pop drinking predicted 16% of the differences in sleep problems.  This is a medium effect, and it’s fairly impressive that these two variables can account for some of the differences in sleep problems.
Question #18:  Using your Output, what is an equation for using pop drinking and depression to predict sleep problems?
Sleep Problems’ = 0.104(Pop Drinking) + 0.322(Depressive Symptoms) + 2.947
Question #19:  If a person rated herself as being depressed “6” days per week and never drinking pop “0,” what would we expect her sleep problems score to be?
Sleep Problems’ = 0.104(0) + 0.322(6) + 2.947 = 4.9, or slightly above average in terms of sleep problems
Question #20:  When we assert causation from correlational data there is a possibility we will be wrong, but what might you suggest for someone who wants to decrease their sleep problems?  Your advice will probably be helpful, but because correlation does not necessarily mean causation, why might your advice be unhelpful?

Based on these data, I would wonder if their sleep problems might be due to too much pop (probably caffeine) or maybe because they are depressed.  If they were not too defensive, I might share these results with them and suggest that they try drinking less caffeine or perhaps do something about the depression, such as talk to me about it, exercise more, or get into therapy.  Hopefully this advice would help my friend, but there is always the possibility that these variables are not causally related as implied.  It might be that sleep problems cause depression (this is at least partly true) or that sleep problems lead people to need a lot of caffeine.  Some third variable, like low SES might contribute to all three variables.  If the variables are not causally related as implied, making changes to pop drinking or depressive symptoms may due nothing to alleviate depression.  The risk is relatively low, however, so it’s probably worth a try.
