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Section I. Multiple Choice [90 points: 3 points per question]
	1
	ANOVA is to _______ as repeated-measures ANOVA is to _______.

	a)
	single sample t-test; between-group t-test

	b)
	within-subject t-test; single-sample t-test

	c)
	between-group t-test; within-subject t-test


	2
	Chi-square test for goodness of fit usually involves how many categorical variables?

	a)
	0

	b)
	1

	c)
	2


	3
	With regard to ANOVA, how many of the following statements are true?

     I. The null hypothesis is false when all groups have the same mean.

     II. If F = 0.13, the null hypothesis should always be accepted.

     III. If F = 3.56, the alternative hypothesis should always be accepted.



	a)
	0

	b)
	1

	c)
	2 or 3


	4
	Compared to the LSD post hoc test, the Bonferroni test is more _____.

	a)
	conservative

	b)
	independent

	c)
	liberal


	5
	Attractiveness is likely this type of variable

	a)
	polynomial

	b)
	continuous

	c)
	categorical


	6
	Using ANOVA, F will always fall within what range?

	a)
	between negative infinity and infinity

	b)
	between 0 and 1

	c)
	between 0 and infinity


	7
	The test statistic chi-square (χ2) is often mispronounced.  “Chi” starts with a ______ sound, and rhymes with the word ______.

	a)
	ch; he

	b)
	ch; eye

	c)
	k; eye


	8
	How many of the following are parametric tests?

     I. standard deviation

     II. between-group t-test

     III. chi-square

     IV. repeated-measures ANOVA

	a)
	1

	b)
	2

	c)
	3


	9
	Which of the following best characterizes the null hypothesis for chi-square tests?

	a)
	The frequency of people in each category will be a specific proportion

	b)
	The expected frequencies will be significantly lower than obtained frequencies

	c)
	The group means expected at the population level will not reliably differ


	10
	Statistical test most appropriate for comparing depression (diagnosis vs. no diagnosis) to favorite color (blue vs. black vs. other)

	a)
	correlation (r)

	b)
	ANOVA (F)

	c)
	chi-square (χ2)


	11
	To determine whether an obtained F value is statistically significant, it must be compared to a critical F value.  What two pieces of information are needed to determine the critical F value?

	a)
	sample size, number of groups

	b)
	mean, sample standard deviation

	c)
	expected frequency, obtained frequency


	12
	A CMU task force on diversity examines the relationship between ethnicity and several outcome variables, such as GPA, well-being, and anxiety.  Well-being would best be characterized as

	a)
	an independent variable

	b)
	a confounding variable

	c)
	a dependent variable


	13
	What is the function of a post hoc test?

	a)
	Indicate whether any statistically significant group differences have occurred

	b)
	Describe which groups reliably differ

	c)
	Set the critical value for the F test (or chi-square)


	14
	The repeated-measures ANOVA is designed to decrease this type of error

	a)
	individual differences

	b)
	uncontrolled environmental factors

	c)
	unreliability of measures


	15
	Which of the following most represents a significant ANOVA correctly typed in APA format?

	a)
	The ANOVA was statistically significant, F(3, 256) = 12.31, p > .05

	b)
	The ANOVA was statistically significant, F(5, 61) = 1.13, p < .001

	c)
	The ANOVA was statistically significant, F(4, 81) = 7.13, p = .04


	16
	Based on the following repeated-measures ANOVA data, estimate the value of F:

Participant

Intake

Discharge

Follow-up

Ellen

10

9

10

Jim

5

4
6
Andrea

7

6

7
Brian

9

10

9

Corey

4

7
4



	a)
	0.92

	b)
	1.87

	c)
	3.68


	17
	Which of the following would lead to a statistically significant chi-square?

	a)
	Approximately equal expected and observed frequencies

	b)
	An observed frequency of zero in at least one of the groups

	c)
	Discrepancy between expected and observed frequencies


	18
	As variability due to chance decreases, the value of F will

	a)
	increase

	b)
	stay the same

	c)
	decrease


	19
	If F = 5, the result is statistically significant

	a)
	Always

	b)
	Sometimes

	c)
	Never


	20
	In a psychiatric hospital, researchers attempt to examine the relationship between psychological diagnosis and number of suicide attempts.  The diagnosis of “schizophrenia” would be considered

	a)
	an element

	b)
	a level

	c)
	a factor


	21
	If F = 1, the result is statistically significant

	a)
	Always

	b)
	Sometimes

	c)
	Never


	22
	Two variables, gender and ethnicity, are most likely

	a)
	independent

	b)
	codependent

	c)
	dependent


	23
	Type of test typically used for longitudinal studies

	a)
	ANOVA

	b)
	repeated-measures ANOVA

	c)
	chi-square test for goodness of fit


	24
	One study (N = 47) uses ANOVA, and another study (N = 47) uses repeated-measures ANOVA.  Which study design has more power?

	a)
	repeated-measures ANOVA

	b)
	ANOVA

	c)
	they’re equal in power


The remaining multiple choice problems (25-30) involve interpreting SPSS Output. Be sure to write all answers on the scantron form.

	25
	The following Output is from what type of test?
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	a)
	between-group t-test

	b)
	ANOVA

	c)
	repeated-measures ANOVA


	26
	There are two important chi-square Output boxes in SPSS.  One of them is directly below.  Determine which box (A, B, or C) is the correct corresponding second box.  Only one answer is correct.  The other boxes contain incorrect information.
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	a)
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	27
	A researcher conducted a study examining whether being in a relationship (yes or no) was related to favorite fast food place. How would a researcher correctly summarize the following analyses?
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	a)
	The most interesting finding is that people who are not in a relationship are more likely to prefer Burger King or McDonald’s, when compared to those in a relationship.  

	b)
	Surprisingly, daters are more likely to enjoy Arby’s, Taco Bell, and “Other” fast food places than non-daters.

	c)
	Unfortunately, dating status was not related to fast food preference.


	28
	Based on our data file, an ANOVA was conducted comparing type of vehicle (none, car, or other) to enjoyment of violence shows (high scores = more enjoyment).  The F test was statistically significant, and the post hoc results are below.  How many of the following statements are true?

I. People who do not have cars (None) watch significantly more violent shows than people who drive cars (Car).

II. People who drive cars (Car) watch significantly more violent shows than people who drive other types of vehicles (Other).  

III. There were no significant differences between people who do not have cars (None) and people who drive other types of vehicles (Other)

IV. None of the observed differences are likely to occur at the population level.

V. None of the observed differences are due to sampling error.
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	a)
	1

	b)
	2

	c)
	3


	29
	The following data were used to evaluate the effectiveness of an intervention designed to decrease PTSD symptoms.  Ratings of PTSD symptoms were made on a 0-10 scale, with higher scores indicating more symptoms.  Ratings were made at the start of the study (Intake), end of the study (Discharge), and at a 1-year follow-up (Follow-up).  

Using the following Output, report the appropriate value for F.
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	a)
	F = 4.220

	b)
	F = 4.319

	c)
	F = 4.373


	30
	Is the treatment reliably effective at follow-up?

	a)
	Yes

	b)
	No

	c)
	More information needed


Section II. Short Answer [10 points]
31. [6 points] Describe the differences between the following four analyses:


1) correlation, 2) between-group t-test, 3) ANOVA, 4) chi-square

Correlation: compares two continuous variables
Between-group t-test: compares a categorical variable (with two categories) to a continuous variable

ANOVA: compares a categorical variable (with two or more categories) to a continuous variable

Chi-square: involves categorical variables only

This was all that was required for full credit, but some people provided excellent additional details.  Most people earned full credit.
32. [2 points] You design a study to determine which type of several beers is the best.  What type of analysis would you be most appropriate for this type of study?

There are often multiple ways to correctly analyze data, though some are better than others.  Any correct choice that was logically supported earned full credit…
“Beer” is a categorical variable. To judge which is best, some type of quality measure, such as a rating scale would likely be employed, indicating a continuous variable.  ANOVA is the most obvious choice.  This is the most obvious answer, but a few other options are also defensible.
A chi-square test for goodness of fit might be appropriate, but one would need to specify exactly how this type of design was used.  For example, people could vote for their favorite beer and one could specify that all beers would receive the same number of votes as the null hypothesis.  Some people provided no explanation, which earned no points, as this type of alternative analysis is only appropriate if adequately explained.  Some people also said to use chi-square but gave illogical reasons for it.
A chi-square test for independence could be used if each beer was given a simple categorical quality rating, like “good” or “bad” – I don’t think anyone said this.
For full credit and one extra credit point, one could have supported using the repeated-measures ANOVA.  In this design, each person would make a quality rating for each beer.  Because each person would rate all beers, the repeated-measures ANOVA could be used (this is slightly different from some of the examples we used in class, which mainly focus on changes over time).  Because each person would act as there own control, this study would have higher power than a simple ANOVA.  Only a couple people provided this response – very smart!
33. [2 points] There are numerous political parties in the United States, and their supporters often make foolish claims of a variety of sorts.  Ann Coulter is a political commentator who opposes the Democratic Party.  A few months ago, she said she wished females did not have the right to vote because being female is “correlated” with voting Democrat.  From a purely statistical viewpoint, what is wrong with her word choice?

The question asks “what is wrong with her word choice?” and the word correlated is in quotations.  The correct answer would be that because gender and political party are both categorical, chi-square would be the appropriate analysis.  Non-statisticians frequently use the word “correlated” any time to variables are related, even if the analysis involves t-tests, ANOVA, or chi-square.
Some people raised very interesting points about causation, p-values, and effect sizes, but these are not related to the wording of her statement – thus, these people ignored the question.

It is important to be able to spot these types of verbal errors, as they are common among people who have a poor understanding of statistics.  If a person does not understand a correlation coefficient, they probably have no business citing any statistics, let alone arguing that the 19th amendment should be overturned. 
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· Continuous vs. categorical variable
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· Two types of error involved in experiments
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· Parametric vs. non-parametric tests
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Also look over the review from the final Monday of class.
