Exam 4 - PSY 211



Name: _____________________________

Course Reference #22021132

Mike Hoerger

Section I. Multiple Choice [50 points: 2 points per question]
	1
	In the following APA write-up, how many required numbers are missing?

Females (M = 3.04, SD = 1.80) reported crying more often than males (M = 1.95, SD = 1.38).  This result was significant, t = 5.41, p < .05.  Thus, females cry more than males.


	a)
	0 missing

	b)
	1 missing

	c)
	2 or more missing (df and Cohen’s d)  --  48%, r = .18


	2
	Type of t-test one would use to compare a treated sample to an untreated population

	a)
	single-sample  --  96%, r = .00  (too easy, no variability)

	b)
	between-group

	c)
	repeated-measures


	3
	When writing the alternative hypothesis, researchers are describing differences that are expected to occur at this level

	a)
	sample

	b)
	construct

	c)
	population  --  64%, r = .36


	4
	If SPSS shows that a correlation has a p-value of 0.12, the correlation is said to be

	a)
	statistically non-significant  --  75%, r = .27

	b)
	statistically significant

	c)
	not enough information


	5
	If the alternative hypothesis is really correct, and based on sample data you reject the null hypothesis, you have made a

	a)
	Type I error

	b)
	Type II error

	c)
	correct decision  --  86%, r = .27


	6
	A hypothesis that men and women do not differ on intelligence

	a)
	Null hypothesis  --  95%, r = .00  (too easy, no variability)

	b)
	Alternative Hypothesis

	c)
	One-tail hypothesis


	7
	Said “It is wrong, always, everywhere, and for anyone, to believe anything upon insufficient evidence”

	a)
	Democritus

	b)
	Albert Bandura

	c)
	William Clifford  --  35%, r = .36


	8
	How will choosing a more strict alpha level impact the critical t-value?

	a)
	Increase it  --  77%, r = .46

	b)
	Decrease it

	c)
	No impact


	9
	If Cohen’s d =  - 4.39, the result will be significant

	a)
	Always

	b)
	Sometimes  --  62%, r = .64

	c)
	Never


	10
	Type of t-test commonly used in twin studies

	a)
	single-sample

	b)
	between-group

	c)
	repeated-measures  --  66%, r = .46


	11
	This is the t-value used to define whether or not a result will be significant.  It is the boundary line.

	a)
	obtained t-value

	b)
	critical t-value  --  96%, r = .00  (too easy, no variability)

	c)
	hypothetical t-value


	12
	If the null hypothesis is really true, and your sample supports the alternative hypothesis, you have made a

	a)
	Type I error  --  75%, r = .36

	b)
	Type II error

	c)
	correct decision


	13
	Effect size when Cohen’s d = .78

	a)
	small

	b)
	medium  --  84%, r = .27

	c)
	large


	14
	As sample size increases, the z value needed for significance will

	a)
	increase

	b)
	stay the same  --  45%, r = .64

	c)
	decrease


	15
	“Power” means

	a)
	Total sample size (N)

	b)
	Ability to correctly reject the alternative hypothesis

	c)
	Ability to correctly reject the null hypothesis  --  89%, r = .20


	16
	In the following APA-style write-up, how many statistical terms (numbers) were obviously typed incorrectly?

Family stress (r = .48, p < .05), work stress (r = .56, p < .05), and school stress (r = .21, p < .05) all significantly predicted overall life stress.  Thus, one’s level of school stress was slightly related, family stress was modestly related, and work stress was strongly related to level of life stress. Multiple regression showed that these three predictors accounted for a large proportion of the variance in life stress, R2 = .40, p < .05.  Thus, school stress, family stress, and work stress together account for 4% of the differences in overall life stress.


	a)
	0

	b)
	1  (R2 of .40 = 40%, not 4%)  --  55%, r = .19

	c)
	2 or more


	17
	Effect size when r2 = 0.26

	a)
	small

	b)
	medium

	c)
	large  --  84%, r = .27


	18
	Which of the following distributions is the flattest?

	a)
	z distribution

	b)
	t distribution where n = 5  --  66%, r = .56

	c)
	t distribution where n = 10


	19
	The p-value shown in SPSS indicates the probability that

	a)
	the null hypothesis is true  --  41%, r = .15

	b)
	the alternative hypothesis is true

	c)
	the probability of a Type II error


	20
	As a part of a vigilance group, a fearful undergraduate recently blocked a CMU instructor from entering Woldt hall for fear that he might be an armed robber.  This example was discussed in class to illustrate that the fearful girl in the story had a poor understanding of

	a)
	degrees of freedom

	b)
	power

	c)
	probability  --  98%, r = .09  (too easy, low variability)


Below is the Output from a recent homework problem, in which you were to run two 
t-tests, comparing gender differences in both “beauty concerns” and “war support,”

but some of the information has been removed.  Use these charts for #21-22.
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	21
	What is the value for the degrees of freedom?

	a)
	greater than 325

	b)
	325

	c)
	less than 325  --  82%, r = .55


	22
	What is the t-value for the “beauty concerns” t-test?

	a)
	greater than 2.37  --  80%, r = .46

	b)
	2.37

	c)
	less than 2.37


Below is some new Output, from our classroom data file, but not from any particular homework assignment.  Instead of looking at gender differences, these t-tests examine differences across people who described themselves as an athlete (“Yes”) or not an athlete (“No”).  I compared non-Athletes and Athletes along five variables: leadership, beauty concerns, physical complaints, authority problems, and life stress.  These variables are very straightforward (no tricks), but I can answer questions if you want any details.  Use these charts for #23-25 (next page).
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	23
	How many of the five results shown are statistically significant?

	a)
	1

	b)
	2  --  84%, r = .27

	c)
	3


	24
	Based on these findings, if you met a random athlete, how might you expect them to differ from a non-athlete?

	a)
	More life stress

	b)
	More authority problems

	c)
	Fewer physical complaints  --  77%, r = .36


	25
	What percentage of the sample self-reported that they were an athlete?

	a)
	less than 52.3%

	b)
	52.3%

	c)
	more than 52.3%  --  93%, r = .09  (too easy, low variability)


Section II. Calculations [30 points]

	26
	Calculate a z-score, given the following information, and indicate whether it is significant.

Sample mean = 200
Sample mode = 210

Sample standard deviation = 160

Population mean = 250
Population mode = 248

Population standard deviation = 111
Sample size = 16
Ignore numbers not in bold above.
z = (200 – 250) / (111 / sqrt16)

   =  (-50) / (111 / 4)

    = -50 / 27.75 = -1.80
	z = -1.80

Significant?  yes/no



	27
	You design a study comparing Prozac to Zoloft in treating severe anxiety.  You randomly assign 27 people to Prozac and 38 people to Zoloft.  4 participants die before completing the study (2 from each group).  At the end of the study, the Prozac group has an average anxiety level of 6 (SD = 2), and the Zoloft group has an average of 5 (SD = 1.0).  [Note higher scores mean higher anxiety].  Calculate the appropriate t statistic, Cohen’s d, and note whether the result is statistically significant.

A few people (especially skippers) were a bit confused about how to deal with the dead participants, despite that we practiced this in class several times.  You ignore them, so N = 61 not 65.

between group t-test
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= 0.4333
t = (6 – 5 ) / 0.4333 = 2.31

d = (6 – 5) / 1.5 = 0.67


	t = 2.31

d = 0.67

Significant?  yes/no


	28
	Psychologists have been fascinated by lottery winners.  Using standard 9-point happiness rating scales, they have tracked how their level of happiness changes after winning.  In fact, 1 year after winning the lottery, most winners (n = 9) note that they are about 0.75 points happier (SD = 2.5).  Calculate the appropriate t statistic, Cohen’s d, and note whether the result is statistically significant.

repeated measures t

t = 0.75 / (2.5/ sqrt9) = 0.75 / (2.5/3) = 0.90

d = 0.75 / 2.5 = 0.30


	t = 0.90

d = 0.30

Significant?  yes/no



	29
	In a study on disgust, 50 male and 50 female participants have to put their hands in a vat of worms for 10 minutes straight in order to earn a small prize.  Prior to the study, males (M = 5.1, 
SD = 1.1) and females (M = 5.1, SD = 1.2) report similar levels of stress.  After the study, females 
(M = 7.0, SD = 2.0) report slightly higher levels of stress than males (M = 6.5, SD = 1.5).  Determine whether this post-study gender difference is significant by calculating the appropriate t-value.  Also report Cohen’s d.

between-group t

sM = 
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      = 0.35355

t = (7 – 6.5) / 0.35355 = 1.41

d = (7 – 6.5) / 1.75 = 0.29


	t = 1.41

d = 0.29

Significant?  yes/no



Section III. Short Answer [20 points: 10 points per question]

Instructions: 3 of these short-answer topics will be chosen at random on exam day.  You will have to answer 2 of the 3.  You must write exactly 2 essays.
A) Explain how probability is used in hypothesis testing.

B) Explain the main differences between a between-group and a within-subject design.

C) Explain why it is important to report 1) the results of a significance test as well as 2) a measure of effect size.

D) Explain the difference between a Type I and Type II error.
Write your answers below and on the following page, as needed.  Some of these topics require more depth than others.  Failing responses will usually be about 2-3 sentences.  Overachievers will write 3-4 to a full page each.  Please number your responses appropriately.
These are sample answers, indicative of very high performance, with more detail than what is needed or expected!
A)  Probability is used in hypothesis testing in order to allow researchers to determine whether a result is likely due to sampling error (chance fluctuations across samples) or due to some group difference, occurring naturally or as an experimental manipulation.  Through probability, researchers can determine the likelihood that the given results would occur by chance.  If it is unlikely (if there is a low probability) that results would have occurred by chance (sampling error), then the null hypothesis is rejected.  Because hypothesis testing is based on probability, there is always a chance that the researcher might accidentally reject the null hypothesis, even though the results are merely due to sampling error (this is called a Type I error).  In psychology, researchers generally are only willing to incorrectly reject the null hypothesis about 5% of the time, so they choose a critical t or z value that corresponds to the place in the distribution where 5% of scores would occur in the tail.  

B) Not assigned.
C) It is important for researchers to report the results of both the significance test and a measure of effect size.  Examples of effect size include Cohen’s d or r, and statistical tests, include z and t.  The significance test is based on probability and is used to indicate whether the results are likely chance findings, which could reasonably be expected to occur due to sampling error, or whether the results are likely due to group differences, such as an experimental manipulation.  The significance test tells whether the results are reliable and whether they can be trusted, given the sample size used in the study.  The effect size indicates the magnitude of the finding, which in most cases means how large or perhaps impressive the finding might be.  In a study examining many relationships between variables, many of the results will be statistically significant (reliable), so the effect size allows researchers to be able to compare the findings to see which are bigger or smaller.  
D) Because statistical tests are based on probability, by definition most findings observed to be statistically significant or reliable will be right, but a small percentage of findings will be erroneous.  In particular, there are two types of conclusion errors a researcher might make, the Type I error and Type II error.  The Type I error occurs when a study finds that a result is significant, but the null hypothesis is really true.  For example, a researcher might find gender differences on IQ in a small sample, but at the population level, there are really no gender IQ differences.  This error generally occurs due to sampling error.  That is, a researcher may be “unlucky” and have an atypical sample, which produces atypical results that are not true for the larger population.  The Type I error could also occur if the researcher does not use a strict enough alpha level, or if the researcher is conducting many analyses at a time and only publishes the one result that by chance appears significant.  A Type II error occurs if the researcher fails to reject a null hypothesis when the alternative hypothesis is actually true for the population.  For example, a drug might work well to treat the population, but may be unsuccessful in a particular sample under study.  Again, this might happen due to sampling error.  Additionally, this type of error might occur if the study has too low of power, if the alpha level is too strict, or if the experimental manipulation is weak.  Finally, both errors could occur due to low experimental control, such as not giving participants good instructions or when participants respond randomly or aversively.  
Study Guide

Exam 4
PSY 211

This exam covers lecture material and chapters 5, 6, and 7 only. This is a guide of central concepts to know for the exam.  You are responsible for all material covered in the assigned readings and the lectures unless noted otherwise by me.  The exam consists of multiple choice and problem solving.

Format:

· There will be 25 multiple choice questions (2 points each, 50 points total).

· There will be 30 points from calculations.

· There will be 20 points from short answer questions.

Formulas:
· You will be given the attached formula sheet and the t-table from the book

Not on This Exam:

· Do not use the formulas or d values in the book.  Particularly, for the t-test, we used some simplified version of the formulas in class, which are easier, and still provide a close estimate of the longer formulas
· You only need to know what a one-tail hypothesis is; we won’t do any story problems based on it
Conceptual Questions (may appear in multiple choice or short-answer):
· Be able to interpret Output in order to write the results in APA style (like on the homework and examples in class, primarily involving t-tests, but possibly some correlation or regression too) **Important**
· Be able to understand and define the differences between the z-test and the three types of t-tests.  Given a story problem or list of data, be able to correctly identify which test to use. **Important**
· Know the four basic steps of hypothesis testing
· When writing out the null and alternative hypotheses, are we describing the expected difference in the sample or population?
· Know the difference between t-obtained and t-critical

· Know how probability relates to hypothesis testing

· How does the shape of the t-distribution differ from the shape of the z-distribution?

· How does sample size impact the critical t-value?

· What are degrees of freedom (df)?

· Why is it difficult to draw conclusions about group differences based on visual inspection of the data (such as, histograms)?

· What does a significant t-value mean?

· What does p = .000 really mean in the SPSS Output?

· Why is it possible for a result with a large effect size to be unreliable (not statistically significant)?

· Why is it possible for a small effect size to be reliable (statistically significant) in some cases?

· Know any real-life stats example mentioned in class (I will not repeat these to skippers, but we can discuss it together as a class)
Calculations:

· Be able to work through story problems, given appropriate descriptive statistics

· Be able to calculate Cohen’s d, z-values, and various t-values given formulas
· Given r, r2, or d, be able to indicate the effect size
· Range of possible values for r, r2, and d
· If an obtained t-value is blacked out from SPSS Output, know how to calculate it from the remaining variables in the Output

· Know when as an experimenter designer you might choose to use a within-subject design rather than a between-group design
Terms (may appear in multiple choice or short-answer):
· Hypothesis testing

· Null hypothesis

· Alternative hypothesis

· p < .05  **Important**
· Common vs. rare outcomes

· Iatrogenic

· Alpha (or significance) level

· Critical region

· Type I error

· Type II error

· Power

· One-tail vs. two-tail t-test (know the difference, but you won’t need to do any story problems based on one-tail tests)
· Pre-post study

· Manipulation check

· Matched sample

· Type of t-test that could easily be used to evaluate treatment progress at a clinic or other applied setting

Formulas
I will also give you the t-table from the book! 

You do not need to print them in advance to bring to the exam.
Beware, that in story problems, I might use “SD” as a symbol for standard deviation, 
or “SE” to represent standard error of the mean.
Z = (M – μ)         where σM = σ / 
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           σM              
Single sample   t = (M – μ)
      where sM = s / 
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Between-group   t =  
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Cohen’s d for between-group t-test = 
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To find the value of s, average the standard deviation from each of the two subsamples, if available.  If only the s for the combined sample is available, use that.

Within-subject   t = MD / sMD     where sMD = (
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Cohen’s d for within-subject t-test d = MD / s
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