PSY 211

HW #8
35 points

Due Wednesday 11-14-07
(Exam day, so start early)
These problems will be similar to some of those on the exam, so it should help you prepare.
Make a cover page and type up the following answers in a table or neatly on a separate page.  Answers should be short paragraphs (about 4 sentences each, unless more or less space is needed).  You may not obtain answers from a friend, and must paraphrase any responses from the book in your own words.  Turning in the same answer as another student or copying from the book is plagiarism.
I have taken some of the better student responses and typed them below. These are examples of excellent responses or the combination of excellent responses.  Full credit could be obtained with less-than-perfect responses.
1. What is the difference between the z-test and the various types of t-tests?

A z-test uses the results obtained from the sample to make conclusions based on the population, and the standard deviation of the population is known.  The single sample t-test also uses results from the sample to make conclusions about the population, but the standard deviation of the population is unknown, so the sample standard deviation is used to estimate it.  The between-group t-test compares two samples to each other to draw conclusions about the likely differences in the overall population groups.  The within-subject t-test uses the same sample to compare scores, usually across different points in time, such as before and after treatment.  Because these statistics are used to draw slightly different conclusions and are based on different types of available data, their formulas differ slightly but always reflect the amount of observed differences, relative to the amount of error expected.

Most people did well on this question and got full credit if articulating some of the basic differences.
2. Why is it important to indicate whether a t-test is significant and also include a measure of effect size?
“Significance” indicates whether a result is reliable, specifically that based on probability it is unlikely that the result would have occurred just due to sampling error (chance).  “Effect size” indicates the magnitude of group differences.  Significance tests are highly dependent on sample size, and only tell whether a result can be trusted.  Effect size does not depend on sample size; it simply indicates whether a result is big or small.  Usually, large effects are also significant.  However, if a sample is very large, even small effects will show up reliably (being significant).  In contrast, if a sample is too small, even large effects will not show up as statistically significant and reliable, simply because the results may be due to sampling error.  Thus, significance is related to the trustworthiness of a result, and effect size is more related to the magnitude or impressiveness of a result.
Most people did well on this item.  However, some people thought that effect size is a type of significance test, used to indicate reliability, which is not the case.

3. What does “p < .05” tell us, and why do we use this?
Because psychological studies use samples to infer results about how people generally behave at the population level, probability is involved.  That is, based on a single sample, it is impossible to say with absolute certainty what a population is like.  However, when some observed effect is greater than what would be expected, given the known level of variation or error in the sample, it can logically be inferred that the result is not merely due to chance.  Psychologists quantify the probability that a result is due to chance (sampling error), using the variable p, which is often estimated based on some other statistic, such as t or z.  As an arbitrary value, psychologists decided that they would be willing to incorrectly reject the null hypothesis only 5% of the time, or p < .05.  Thus, “p < .05” is often used to indicate a result that is statistically significant, reliable, and unlikely due to sampling error alone.  
This is a lot more detail than needed, but a basic understanding of this concept is very important to understanding psychological research.  Unfortunately, much of psychology research relies on significance tests, and all professors in later psychology courses will expect you to be able to describe this concept in your sleep.
4. Explain the difference between a Type I error and Type II error.
A Type-I error involves incorrectly rejecting the null hypothesis, whereas a Type II error involves incorrectly accepting the null hypothesis.  That is, a Type-I error involves accepting the alternative hypothesis, when in actuality there are no important differences at the population level.  A Type-II error involves accepting the null hypothesis as true, even though there really are important differences at the population level, which the study failed to detect.  Small or unusual samples can increase the likelihood of sampling error, leading to these errors.  There are also additional factors that increase the probability of these errors.  For example, studies examining too many variables at once are likely to include some Type I errors because just by chance (sampling error), some of the results will show up as significant.  Type II errors usually result from having too small of a sample (a common problem in clinical psychology and other specialty fields), where some important findings exist, but it is too difficult to find enough participants to be in the study to produce a reliable effect.  Poor methodology can also increase the likelihood of Type II errors.
Importantly, you should keep these errors in mind for the discussion section of your term papers.  We examined a lot of variables in the data file all at once, so there’s a good chance that about 1 in 20 of our significant findings occurred by chance alone (Type I error).  Also, because some of our variables were poorly measured, a Type II error might result, where we get a null finding, simply because our questions were poor; if this is the case for one of your findings, you might suggest better ways of measuring the variable, so that we can find better results.
5. Why are high-power experiments better than low-power experiments, and how do we achieve an experiment with high power?
Power is the ability to detect a significant effect when one exists.  The easiest way to increase power is to simply increase the sample size.  A greater sample size decreases the probability of sampling error, leading to more reliable results.  Using a within-subject design instead of a between-group design (when possible) can also increase power because each participant acts as their own control.  Power is also increased by improving the quality of measurement, for example, by using well-written, multi-item measures (unlike the classroom data file).  Often using multiple items summed together (rather than a single item) tends to cancel out some of the error in measuring variables; to the extent that variables are measured well, results are more reliable too.  All of these strategies improve power, making it easier for the researcher to find interesting results when they exist.
Again, this is more detail than necessary for full credit, but these ideas may be helpful for your term paper discussion section.

6. For a large study on chemotherapy (n = 259), two participants died during the study, and their data were dropped.  The remaining participants had a pre-treatment “health score” of 2, and after treatment, they had an average score of 3, standard deviation of change scores = 2.  Write up the results in APA-format (using the t-table in the Appendix of the book).  Include Cohen’s d.
Health scores increased from pre- to post-treatment (MD = 1.0, SDD = 2.0).  This improvement was modest and statistically significant, d = 0.5, t(256) = 8.02, p < .05.  That is, chemotherapy improved health moderately.
There are usually several ways to write a result; for example, the pre- and post- means could have been presented separately, rather than providing the change score.

7.  An equal number of male and female children (total N = 10) participated in a study examining nocturnal enuresis (bedwetting).  Males wet the bed an average of 6 times per week (SD = 2.0), and females wet the bed 3 times per week (SD = 1.0).  Write up the results in APA format (using the t-table in the Appendix of the book). Include Cohen’s d.
Males (M = 6.0, SD = 2.0) wet the bed more frequently than females (M = 3.0, SD = 1.0).  This result was large and statistically significant, d = 2.00, t(8) = 3.00, p < .05.  Therefore, males wet the bed much more frequently than females.  
