PSY 211: Exam #4



   Name: _____________________________

Course Reference # 22032197
Mike Hoerger

Part I. Multiple Choice (4 points each)

Choose the best available response.
	1
	This statistic is not an example of an effect size

	a)
	p  --  93%, r = .27

	b)
	r

	c)
	d


	2
	What is a hypothesis?

	a)
	Broad research question, aim, or goal motivating a particular study

	b)
	Detailed rationale explaining the logical basis for an observed finding

	c)
	Concise, testable statement describing the relationship between two variables  --  100%, r = .00 (too easy)


	3
	Drug companies generally design drugs and then try to find a use for them at a later date.  In one study, they examine whether a new drug impacts appetite.  What type of hypothesis test should they use?

	a)
	No-tail test

	b)
	One-tail test

	c)
	Two-tail test  --  73%, r = .16


	4
	What did William Kingdon Clifford say?

	a)
	“The danger to society is not merely that it should believe wrong things, though that is great enough; but that it should become credulous, and lose the habit of testing things and inquiring into them; for then it must sink back into savagery.”  --  84%, r = .36

	b)
	“But if we are empiricists, if we believe that no bell in us tolls to let us know for certain when truth is in our grasp, then it seems a piece of idle fantasticality to preach so solemnly our duty of waiting for the bell.”

	c)
	“It is better to be a human being dissatisfied than a pig satisfied, better to be Socrates dissatisfied than a fool satisfied. And if the fool or the pig are a different opinion, it is because they only know their own side of the question.”


	5
	A null hypothesis states describes that there are no differences expected to occur at this level:

	a)
	measurement

	b)
	sample

	c)
	population  --  73%, r = .18


	6
	Effect size for r2 = .26

	a)
	small

	b)
	medium

	c)
	large  --  89%, r = .27


	7
	The null hypothesis indicates:

	a)
	the effect will be negative, or opposite of expected

	b)
	an obtained difference will exceed chance

	c)
	no effect or no important difference  --  96%, r = .00 (too easy)


	8
	Term indicating that results from any two particular studies might differ slightly due to chance:

	a)
	sampling error  --  78%, r = .27

	b)
	standard error of the mean

	c)
	carryover effects


	9
	The results of a multiple regression indicate that R2 = .20, p = .50.  Is this result statistically significant?

	a)
	non-significant  --  78%, r = .27

	b)
	significant

	c)
	not enough information


	10
	Using a more strict alpha level for a z-test will cause the critical z-value to

	a)
	become more extreme  --  58%, r = .55

	b)
	stay the same

	c)
	become less extreme


	11
	What type of test might you use to determine whether female doctors reliably differ from their romantic partners on IQ?

	a)
	correlation

	b)
	between-group t-test

	c)
	within-subject t-test  --  69%, r = .73


	12
	What does a p-value describe?

	a)
	the probability that the result is reliable

	b)
	the probability that the result is due to chance  --  89%, r = .36

	c)
	the probability that the result will replicate


	13
	Assume that the alternative hypothesis is accurate.  If the researcher finds no effect, what has occurred?

	a)
	Type I error

	b)
	Type II error  --  87%, r = .18

	c)
	Iatrogenic error


	14
	Effect size for Cohen’s d = .36

	a)
	small  --  82%, r = .36

	b)
	medium

	c)
	large


	15
	You have people rate how much they enjoy Coke and how much they enjoy Pepsi.  The mean enjoyment rating for Coke is a bit higher than for Pepsi, and you find d = 1.25, t = 1.67, p = .63.  How would you most likely get a result like this?

	a)
	large effect but a small sample  --  73%, r = .46

	b)
	unusual sample

	c)
	poor methodology or survey items


	16
	This was not an example of a repeated-measured t-test discussed in class:

	a)
	Changes in tension before and after massage therapy

	b)
	Changes in physiological arousal before and after crossing an old bridge
  --  85%, r = .16

	c)
	Changes in sleepwalking before and after sleep deprivation


	17
	Which of the following distributions is the flattest?

	a)
	z distribution

	b)
	t distribution where n = 3  --  80%, r = .64

	c)
	t distribution where n = 37


	18
	Effect size for r = .42

	a)
	small

	b)
	medium  --  91%, r = .18

	c)
	large


	19
	This type of test is not used to compare a treated sampled to an untreated population.

	a)
	z-test

	b)
	single-sample t-test

	c)
	between-group t-test  --  69%, r = .46


	20
	There is no “depression gene” yet every year some researcher claims to have found it.  The results are often reported on CNN and the other news networks, who fail to realize they are making this error.

	a)
	Type I error  --  84%, r = .27

	b)
	Type II error

	c)
	Hindsight bias


	21
	Carefully examine the Output below for a series of between-group t-tests.  The analyses compare “Early Birds” to “Night Owls” on five variables.  Some information is missing or covered up.  How many of the five results show a reliable group difference?
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	a)
	1  --  62%, r = .91

	b)
	2

	c)
	3


	22
	Using the SPSS Output on the previous page, calculate the t-value for the group differences in Agreeableness, and choose the answer below closest to that t-value.

	a)
	1.3

	b)
	1.7  --  69%, r = .36

	c)
	2.1


	23
	Using the SPSS Output on the previous page, what would be the degrees of freedom for the analysis examining group differences in Neuroticism

	a)
	277  --  62%, r = .64

	b)
	278

	c)
	279


	24
	Study the following correlation table very carefully.  The name of the first variable is blacked out.  Based on the pattern of correlations, what might this variable be?
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	a)
	depression

	b)
	ACT score

	c)
	happiness  --  56%, r = .46


	25
	What do you suppose the value would be for the correlation in the “???” box?

	a)
	r = -.11

	b)
	r =.02  --  80%, r = .23

	c)
	r = .08


Part II. Calculations [10 points]

26. Z-test – 4 points

	Calculate a z-score, given the following information, and indicate whether it is significant.

Sample mean = 18
Sample mode = 22

Sample standard deviation = 10.75

Population mean = 20
Population mode = 16

Population standard deviation = 12.45
Sample size = 256

[Only need information in bold]

SE = 12.45 / sqrt(256) = 12.45/16 = .778

Z = (18-20) / .0486 = -2.57

critical Z = + 1.96

	Z = -2.57
Significant?    yes / no


27. t-test – 6 points

	28 people enroll in a clinical trail for a new schizophrenia medication.  During the trial, ten patients drop out, and three more commit suicide.  On a symptom rating scale, patients see an average reduction of 2.2 points (SD = 4.3) for their symptoms.  Calculate the within-subject t-value.  Indicate whether the result is significant.  In a sentence or two, describe how you would interpret this finding.

n = 28 – 10 – 3 = 15

df = 15 – 1 =14

critical t = + 2.145

SE = 4.3 / sqrt(15) = 1.110

t = 2.2 / 1.110 = -1.9815
	t = 1.98 (positive or negative is okay)
Significant?    yes / no
Interpretation: 
Although patients had a slight reduction in symptoms, the change was not reliable.  The high dropout rate also calls into question the results.



Part III. Short Answer [10 points]

28. Pick One of the following:

a) List 5 types of inferential statistics and note when you would use each.

Anything correctly identifying 5 statistics, such as r, Z, single-sample t, between-group t, within-subject t, ANOVA, chi-square, or any other statistic used to draw inferences about the population received full credit.  No credit for responses related to mean, median, mode, standard deviation, variance, range, or degrees of freedom.
OR

b) List and briefly describe 5 major differences between the between-group and within-subject approaches.

Any 5 reasonable responses from the final page of the t3.doc lecture notes would be excellent.

OR

c) In a short paragraph, describe how inferential statistics are used in the social sciences.  Make sure to mention the following terms: hypothesis testing, critical value, p-value, and effect size.  

In the social sciences, researchers test their hypotheses or predictions by studying samples and then using inferential statistics to draw conclusions about the population at large.  Due to sampling error, small, unreliable findings are expected to occur within any given sample.  Thus, obtained results are often compared to some critical value (e.g. z or t) to determine whether the results were reliably better than chance.  The p value indicates the probability that the result would be obtained by chance.  Measures of effect size indicate the magnitude of the finding.  Thus, statistics enable researchers to judge the reliability and size of observed effects.
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I will also give you the t-table from the book! 

You do not need to print them in advance to bring to the exam.

Beware, that in story problems, I might use “SD” as a symbol for standard deviation, 
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Z = (M – μ)         where σM = σ / 
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Single sample   t = (M – μ)
      where sM = s / 
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Between-group   t =  
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Cohen’s d for between-group t-test = 
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To find the value of s, average the standard deviation from each of the two subsamples, if available.  If only the s for the combined sample is available, use that.

Within-subject   t = MD / sMD     where sMD = (
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Cohen’s d for within-subject t-test d = MD / s
Old Exam Questions
I have taken these questions from last semester’s exam.  I think they will give you a good idea of the types of questions to expect.  You can check answers here: http://www.psychmike.com/psy211f07/guide4.doc 

	3
	When writing the alternative hypothesis, researchers are describing differences that are expected to occur at this level

	a)
	sample

	b)
	construct

	c)
	population


	4
	If SPSS shows that a correlation has a p-value of 0.12, the correlation is said to be

	a)
	statistically non-significant

	b)
	statistically significant

	c)
	not enough information


	5
	If the alternative hypothesis is really correct, and based on sample data you reject the null hypothesis, you have made a

	a)
	Type I error

	b)
	Type II error

	c)
	correct decision 


	6
	A hypothesis that men and women do not differ on intelligence

	a)
	Null hypothesis 

	b)
	Alternative Hypothesis

	c)
	One-tail hypothesis


	8
	How will choosing a more strict alpha level impact the critical t-value?

	a)
	Increase it  

	b)
	Decrease it

	c)
	No impact


	9
	If Cohen’s d =  - 4.39, the result will be significant

	a)
	Always

	b)
	Sometimes 

	c)
	Never


	10
	Type of t-test commonly used in twin studies

	a)
	single-sample

	b)
	between-group

	c)
	repeated-measures 


	12
	If the null hypothesis is really true, and your sample supports the alternative hypothesis, you have made a

	a)
	Type I error  

	b)
	Type II error

	c)
	correct decision


	13
	Effect size when Cohen’s d = .78

	a)
	small

	b)
	medium 

	c)
	large


	14
	As sample size increases, the z value needed for significance will

	a)
	increase

	b)
	stay the same  

	c)
	decrease


	17
	Effect size when r2 = 0.26

	a)
	small

	b)
	medium

	c)
	large 


	18
	Which of the following distributions is the flattest?

	a)
	z distribution

	b)
	t distribution where n = 5 

	c)
	t distribution where n = 10


	19
	The p-value shown in SPSS indicates the probability that

	a)
	the null hypothesis is true 

	b)
	the alternative hypothesis is true

	c)
	the probability of a Type II error


Below is the Output from a recent homework problem, in which you were to run two 
t-tests, comparing gender differences in both “beauty concerns” and “war support,”

but some of the information has been removed.  Use these charts for #21-22.
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	21
	What is the value for the degrees of freedom?

	a)
	greater than 325

	b)
	325

	c)
	less than 325


	22
	What is the t-value for the “beauty concerns” t-test?

	a)
	greater than 2.37

	b)
	2.37

	c)
	less than 2.37


Below is some new Output, from our classroom data file, but not from any particular homework assignment.  Instead of looking at gender differences, these t-tests examine differences across people who described themselves as an athlete (“Yes”) or not an athlete (“No”).  I compared non-Athletes and Athletes along five variables: leadership, beauty concerns, physical complaints, authority problems, and life stress.  These variables are very straightforward (no tricks), but I can answer questions if you want any details.  Use these charts for #23-25 (next page).
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	23
	How many of the five results shown are statistically significant?

	a)
	1

	b)
	2  

	c)
	3


	24
	Based on these findings, if you met a random athlete, how might you expect them to differ from a non-athlete?

	a)
	More life stress

	b)
	More authority problems

	c)
	Fewer physical complaints


	25
	What percentage of the sample self-reported that they were an athlete?

	a)
	less than 52.3%

	b)
	52.3%

	c)
	more than 52.3%


	26
	Calculate a z-score, given the following information, and indicate whether it is significant.

Sample mean = 200

Sample mode = 210

Sample standard deviation = 160

Population mean = 250

Population mode = 248

Population standard deviation = 111

Sample size = 16

Ignore numbers not in bold above.

	z = 

Significant?  yes/no



	28
	Psychologists have been fascinated by lottery winners.  Using standard 9-point happiness rating scales, they have tracked how their level of happiness changes after winning.  In fact, 1 year after winning the lottery, most winners (n = 9) note that they are about 0.75 points happier (SD = 2.5).  Calculate the within-subject t statistic, Cohen’s d, and note whether the result is statistically significant.


	t = 

d = 

Significant?  yes/no
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